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PHYSICAL ANALOGUES TO THE GROWTH. OF A CONCEPT
by

GORDON PASK

1. INTRODUCTION

IN this paper I discuss the clrcumstances in which we can say a machine
fthinks", and a mechanical process can', correspond to concept formation. My
point of view about this question Is as follows. It 1s Treasonable to say

.. that a machine does or does not "think", in so far as we can consider the
working of the machine as in some way equivalent to a situation or an actl-

in vity, (for example, riding a horse), which 1s familiar, and in which we our-’

' selves are used to taking a part. Thus, when I speak of "thought", (as when
saying a sonata is written, or a hairpin is Invented, as a result of
fthoucht"), an end product is introduced on which to hang the thinking pro-

© cess, The process ltself 1s.a descriptive expedient, a kind of analogy.
Clearly the sonata was not written "by thinking" (m the sehse of "by -
magic® or "by using a computor"),

' Thus, my view of thinking can be expressed in terms of the concept.s
"participant observer" and "external observer®, as these terms are used by
Colin Cherry (ref.6). If we assume that such an "external observer" watches
the process of writing a sonata he will Seek to describe the stages of the
process and he will have no need to speak of the "thinking". On the other
hand, 1f an observer does speak of "thinking®" In such a context he wishes to
assert, according to my view, that he was not purely an external observer,
but to some extent participant. ’

Since it 1s the participant observer who, by the present hypotheslis, uses
the term "thinking" correctly, let us consider his description. For him
thought is taking.place about some end product, and although the nature of
the end product tells us very little about tne "t:hinking" as such, it does
say scmething about the way that the observer examined the subject, (or

{ golng now from our common examples to thinking machines, about the way he
‘ examined the machine submitted for test as a thinking assemblage). Moreover,
the particular observer conceives that the sonata and the halrpin were con-
structed as he, or we, might have constructed them, tholdgh he will be unable
to say, In so many words, how he would have constructed them himself. -~
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~be common to a number of objects in the environment, or to other categories

-Bruner, Goodnow and Austin (ref.s) call it the concept of "Corpus Luteum-

~could be treated like the payoff matrices in a partly competitive game. The

I take the construction of a new concept as typical of effective thought,
and propose to use the experimental materlal provided by Bruner, Goodnow and
Mstin (ref. 5) , because. 1t bears out current views on concept rormation,‘
is In a form appropriate to the present needs and because thelr whole des-
criptive technique 1s in terms of the theory of games.

Very roughly, at the partly Introspective level, these experiments
suggest that a thinking process boths builds up and employs conceptual
categories. These categorles are defined in terms of attributes, which may

or to both.

At each stage In the thinking process a declsion 1s made about whether
an object should be placed in one or another of these conceptual categories.
Such a sequence of declsions 1s a thinking strategy. The human being tends
to regard these conceptual categories as definite and well bounded. But,
objectively the categories are not clear cut, and declsions appear to be
made between Imperfectly specified alternatives., The categorles are learned,
or equally well they grow as a result of the strategles adopted, and it is
not possible to extricate the category bullding from the decision making
process, o : )

The authors cite the case of a histologist, who is learning to categorize
microscople structures into those which are or are not a corpus luteum. He
starts off with attributes like colour, and shape, which somewhat Inade-
quately define the category of corpus luteum structures. He adopts certaln
strategles in his search, and as a result of these he modifies the original
categorlies so that the objJects are now specified In terms of a structure
appropriate to his particular approach. Eventually he acquires what could
equally well be called a mode of search behaviour or a "labile category".

ness", and liken it to a "gestalt". The overall process is the growth of a
concept. : .

The experimental and descriptive techniques used by these authors and the
connection between the technique and the process of concept formation
enables us to understand the action of a particlpating observer when the
"thinking system" is a machine. Bruner, Goodnow and Austin started off Dy
examining a lot of subjects without any particular blas, and arrived at a
method for describing the thinking process. They decided upon a method of
describing it in terms of thinking strategies, the alternatives in the
choice sets in the game being "conceptual categories". They then formulated
a number of matrices, and a kind of "calculus", whereby these matrices

entries in these matrices are those elements llke "hairpin®" and "sonata®
which one agrees to treat as concepts. The formal mathematical operations
with these matrices, (which are those operations studied in the theory of
games), are those operations an external observer ‘would recognise as played
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according to the rules of the game, l.e. according to strategies he might
have adopted, These strategles are then to be related to the thinking
strategies which the thinking subject actually indulges in by recording
his decision concerning the objects that have been agreed to represent
concepts. If the solutions follow any of the courses set by the formal
mathematician, it 1s argued that -the sublect Is adopting a strategy more or
less like thls strategy or that.
o Bruner, Goodnow and Austin are talking about real subjects with whom
- . conversation in the normal sense 1s possible, and who can discuss details
-0f experiments. Thelr arguments would not necessarily apply 1f the real sub-
ects had been replaced by mechanisms. An essentlal feature of this argument
1s the tacit assumptlon that the entries in the matrices correspond realis-
tically to "concepts”. Thils assumptlon 1s made because of evidence which
.assures the observer that he and the subject are comparable, and which, In
~...the sense of belonging to the same specles, and therefore presumably of
having a large fund of experiences in common, we convenlently summarize by
saying that the subject "thinks". According to the present hypothesls such
a similarity has to be inferred between an observer and any assemblage he
- may hope to describe as a "thinking assemblage". We must now ask what sort
. of evidence is needed In order to establish thils simllarity for the observer~
- has no "culture" in common with the machine.

Now I have already assumed that it 1s possible to attribute concept
formation to something outside of myself, 1f, and only if, there is a fleld
of activity common to myself and the system concerned, and that if, for
example, a chimpanzee has "grasped a concept”, 1t 1s because I can imagline
myselr_haviné learned from experlence In somewhat the same way. In the case
I have already mentioned of the horse and rider, agaln, the rider might say
the horse "thinks® because he participates with it In solving the problems
that are set by a common environment, namely the topography of the place in
which the horse 1s ridden.

When, however, we want to discuss observers - those that are external to
the systems observed and those that participate - what 1s the "common
environment® or fleld of study that s presupposed? I suggest that it 1s
the whole of what we know - vaguely as well as precisely - about The Brain.
Indeed, I think to get an 1dea of the participating observer by constructing
machines, you are bound to copy the way one looks at brains. You must, some-
how, keep the braln Iin mind, and in this sense you do copy the sort of
relationship we have with brains. There 1s no question whatever of copying
the detalled anatomy of a brain, or the detailed physlology of a brain,
Therefore, 1t 1s of interest that when we have copled, in this not very
explicit way, how we look at brains, In order to construct an assemblage
we find that the assemblage is rather like a brain In these respects.

I conclude this introduction with a definition. If an observer, by
participating In the action of a mechanical assemblage, on the supposition
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that he is to compare the assemblage with the actlion of a brain, and comes
to attribute concept formation to the assemblage in this way, I shall say
that the observer is In an E. relationship with the assemblage.

SECTION 2

2.1, Usling the analogy of a piece of braln, what consliderations will influ-
ence our cholce of an assemblage? The assemblage must certainly satisfy two
distinct sets of criterla. The first set of criteria stem from the require-
ments of any sclentiflc observer, and are needed In order to make the
assemblage worth observing from his point of view, namely, the viewpoint of
someone examining brain-like-artefacts, The second set of criteria are those
required by a 'Participant Observer' as already defined, and which must be
satisfied (in his view) If he is to establish an E.Relation with the assem-
blage (and thus to regard it as a structure able to form concepts, Iin the
sense that assuming this, and acting accordingly, enables him to control
the assemblage). ‘

The first set of criterla have been discussed by Beer. (ref.3) in the
context of Industry and general cybernetics and by Ashby. (ref.2 in connec-
tion with 'Black Box' theory. Since they must be expressed, for the present
purpose, in terms of conditions upon the working and structure of a physical
assemblage which 1s constructable, rather than given in nature, these
criteria will now be listed in the manner required. )

2.2. The first set of-criteria, as required by a scientifjé or,_lﬁkternal'
observer,. -

1. Since the assemblage purports to be a constructed mechanism it must
be made of components which have one or more possible functions which are
xnown about, and whlch are put together In a way which 1s revealed to the
observer. . ]

2. The behaviour of the assemblage must always be observable. Since the
structure of the assemblage has been taken as known only the state changes
of the assemblage are In the fjeld of possible observations. Thus, the
above requirement means that the assemblage must continually change state.

However we may invoke the general principle that a real observer has a
finite capacity for observing an assemblage (namely the idea of quantised
observation as considered by MacKay, (ref.g)) to relax this condltion, so

“that 1t will be sufficlient if the assemblage changes state within each of
‘the shortest intervals in which an observation may be made, f ‘

3. The observer must have reason to belleve that underlying the state

changes of the assemblage, there 1s something describable, a sort of con-

sistency, or, in other words, that it would be possible, 1f he'were_a gooqv' .
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enough observer, to recognlSe invariant features of the behaviour,
sufficient for him to make sense of 1t.

Such a description (or 'Model® as the term is used in 'Black Box!
theory) could, 1f available, be isomorphic with the assemblage 1in the sense
that there could exist a one to one relation between entities in the model
and the assemblage. Thus manipulation of entitles in the model would pro-
vide an accurate image of the assemblage and vice versa. However the
finite capacity, or quantising conditlion, noted in (2) above Implies that
an i1somorphic model will not be avallable to a real observer because he
wlll be unable to distinguish sufflcient observable states.

In this case, the consistency conditlon asserts that the lmperfect model
which 1s described should -1f possible- be homomorphic with the behaviour
of the assemblage. Such a model is obtalned if the states, discernible to
the observer represent a certain kind of partitloning of the ldeally
‘observable states,

Thus an observer might, ldeally, be able to distingulsh between the
states a, 5, ¥ and & but due to his imperfections he may, in fact, be unable
to distinguish between a and-y, or /3and S which we symbolise as a partition
and by writing.

(@v9) ¢ Xand (B« 8) ¢ Y for the observable states X'and Y.

But only certaln kinds of lmperfection, and partitioning, are allowed 1f
a construction in terms of the observable states X and Y, 1s to be the
homomorph of the 1deal constructions of the states a, 3 7, 8, In general,
it 1s sufficient to insist that the transformation which maps the ldeal
states of a, 5, ¥ and 8, into the imperfect observer's observable states X
and Y, 1s a partition which maps a, 53, ¥, 6, into non-overlapping sub-sets
of themselves, In this case, suppose that the set of state transformations
which specify the behaviour of an assemblage as it would be described by an
ideal observer, (with unlimited access to 1ts Interior), form a group, and
that this group 1s specified by such an ideal observer, (possibly with some
conditions applied), as representing the behaviour of the assemblage, 1.e.
as a model of its behaviour. If the imperfections of an imperfect observer,
which will, In any case, make the 1deal model unavailable, are of the '
particular kind noted above, 1t will be possible for the Imperfect observer
to achieve a model,which. though less Informative than the ideal model, is
consistent — which does not contradict though it may not always provide
reason for - assertions made by the ldeal observer and which 1s mathematl-
" cally a group homomorphic with the original group specifled by the ideal
model.

4, The groups, noted above, must be finite, If they are, the possible
outcomes of state changes in the assemblage will be predictable, so far as
the observer 1s concerned, and in this case the assemblage 1s considered
as recognisable, In the sense that the observer can talk about 1t as an
" entity in its own right, as something with a consistent pattern of
- behaviour, and a fhunction relative to other entities,

" (94009) | 4-13.07 .




5. Finally, there is an overall reguirement of non triviality, which is
Pest exemplified by reference to redundant and non redundant data. Thus,
having agreed to a certaln reference frame, namely in this case, having
ggreed to concentrate upon the state changes of an assemblage, beling assured
ebout its structure, the observer has every right to expect that the
possible observations he can make are not redundant, within this agreed
reference frame. If, for example, the structural specification allowed him
to deduce with certalnty that if any state changes occurred, there would be
an observable sinusoidal fluctuation in some measured quantity at a point
wXe, Though not, perhaps, allowing him to specify 1ts frequency or ampli-
tude, the fact that fluctuatlions at "X" are sinusoidal is called redundant
data and its observatlion 1s not counted for the purposes of 2 above. The
observable state changes of 2 are such that they may not be predicted by
deductive manipulations of the a priorl data. The frequency at "X" and the
amplitude at "X" might be admissible measurements to make in the sense that
‘they might Indlcate state changes which are not redundant, but even if
they are admissible in this formal sense the observer will not necessarily
regard them as relevant. Thus, In order to be nontrivial the observable
state changes must satisfy another and very important condltion, namely
that thelr observation implies making measurements directed towards answer-

" ing the enquiries which appear (to an observer who has agreed to adopt a
certain frame of rereronce) as relevant enquirles.

2.3. Reference Frames

In Section 1, we described how, to assert the property of thinking in a
gystem of any kind, It is necessary to have in common with the system some
sort of context or common field of experlence. We now have to make the ldea
of context or common field of experlence mechanlically tractable by describ-
ing and dérining "Reference Frames, " A reference frame is a region of know-
ledge or a region of connected and tentatively confirmed hypotheses. Thus,
for the immediate purpose we assume that any observer has some initial know-
ledge of the assemblage which he 1s observing, (say, data about how it 1s
built), and that he has an objective, to achieve which he must reduce his
uncertainty regarding its behaviour. In this case he reduces his uncertainty
by making experiments which involve trials or enquiries and will continue
S0 long as -

(1) The results are self consistent, in the sense of 3 and 4 above,

(11) The results agree with predictions based upon his initial knowledge

which for the moment we assume well founded.

The kinds of enquiry and, in particular, those attributes of the system
which an observer deems Important, depend not only upon how much he knows
of the assemblage, but also upon - : - '

1. How this Initial knowledge is distributed.
2. Hls objective 1n making the enquiry.
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.The set of all possible enquiries which 1s defined on specifylng the
detalls of 1 and 2, as above, wlll characterise a reference frame,

Some reference frames, for example, "electronics" where we always measure
the capacity, rather than the colour, of a condenser, and "mechanlcs", where
we examine well specifled parameters of distinct parts in a machine, 1l.e.
the intake rate at a carburettor, are well specified reference frames in the
sense that the set of enquiries relevant to all possible objectives of an
observer is unambiguously defined. Because the observer 1s aware of what 1s
relevant and thus, of what may be regarded as extraneous and of what ilmper-
fections may be allowed, his precision need not be great. Although a less
precise observation loses specific points of detail, the approximate statls-
tical results remain consistent, as in 3 and in 4, and this 1s of the utmost
importance when, either due to his own limits, or to extraneous dlsturbances
the results are necessarily rough and ready. The limiting case of Imperfec-
tion occurs when the assemblage 1s a machine, (with its parts well defined),
intentionally built to prevent the observer having access to its state, (and
thls system 1s usually called a "chance machine®"). The observer refers to
the behaviour of such a machine as producing a non statlonary, or an
indeterminate sequence of distinct events.

Knowledge of those enquiries which are relevant for a number of objec-
-tives which he might have adopted implies that an observer may, in the first
place, communicate the result of his immediate enquiry to other observers,
with possibly different objectives, and secondly may comblne the results
. from a specific enquiry to substantiate or deny hypotheses of a more general

character, (This process will be 1llustrated with reference to fig. 1, I
shall call a reference frame in which thls process 1s always possible a
"well specified reference frame").

There are many systems where the process 1s impossible and the reference
frame 1s not well sbeciried, and which, as a result, appear more or less
Indeterminate to the observer. True, the indeterminacy 1s due to some Kind
of ignorance, but whilst in the case already considered which In 1ts extreme
form leads to a "chance machine", the observer was unable to obtain precise
knowledge about a state of the observed assemblage, there are other cases in
. which he 1s ignorant of what states it would be relevant to specify, regard-
- . less of whether he could specify them precisely enough i1f he tried. An

t5?econom1st, for example, 1s usually unable to indicate the "approprilate"

-7 measures of society and has no satlisfactory model to represent 1ts behaviour
“and In examining a braln we encounter the same difficulties as the economist.

- Because of this we shall investigate firstly those features of an assemblage

'T’fwhich prevent an observer knowing what enquirles are relevant and secondly

‘ the design of a machine or assemblage, in which relevance criteria are made

difficult to.come by. ’
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2.4, The subdivision of reference frames.

Any reference frame may be broken down into a number of reglons of know-
ledge which are self consistent and which will be called "Sub Frames!. The
reference frame which has been selected for the present discussion, namely
rthe Braln' may be reduced to 'Sub Frames' lilke 'Electrical observation of
the brain' {characterised by those enquiries possible for an observer who
is provided with electrodes, an amplifier, and recording equipment and who
may both stimulate the brain and move his potentlal sensing electrodes
about its surface) and *Laboratory psychology of the brain!' (characterised
by all those enquirles possible for an observer who is able to employ
physical and psychologlical tests of the whole organliswm).

Certain of these sub frames include others, and all of them are Included
by the original reference frame, A few such relations are shown in fig. 1
where the entities, In terms of which an observers objsctive ls specified
and about which enquiries are made have been defined as Ai' BJ, vesss and
so on according to the sub frame (4, (B),..... to which they relate. The
results of actual observations are denoted, again according to the sub
frame in which they are obtained, as @ bv-'---- and sequences of such
observations as ax, b%,..... and so on.

Certaln sequences of observations are taken to confirm hypotheses which
propose the existence of the entities Ai'ﬁb which have been defined above.
The sequence a1 = (au tr Gy, papreeees Gg, t+7) 8L 1nstants t,tt, ..., 1T
might, for example, be taken to imply Ai‘

Because any real observer 1s llmited as In condition (2) he will not be
able to make direct enquiries about the brain as a whole. However, he may
submit hypotheses about the brain as a whole, namely an hypothesis in the
reference frame of the braln but the evidence which confirms or refutes 1t
must be obtained from experimental results in some sub-frame such as
'Electrical observation of the brain' and the process of using such
speclalised evidence to confirm a more general hypothesls is, according to
the previous argument, characteristic of (and only possible within) a well
speclflied reference frame. Thus we further characterise a well specified
‘reference frame as one in which there exist arguments relating each Ai in

'(4) to some B; In (B) and same.....U, in (U) that are stated explicitly
and unambiguolsly for all sub frames (4), (B),.....(U} included in the
‘reference frame, -

It 1s possible to provide a mathematical foundation in terms of which
we can be more precise about the situation described intultively by- this
(fzg 1. The mathematical foundation centres upon the idea that what we
tend to recognise in any system of the kind observed in a sub frame like
(CU is a stability condition or dynamic equilibrium. Such a condition is to
be 1dentified with the appearance of a cycllc group of transformations
relating successive results in an observed sequence. We then imagine these
cyclic groups embedded in a more general fileld of transformations in which
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the various recognisable features correspond to abstract symmetries pre-
served invariant by the various groups.

To relate this notion to the work of Beer and Ashby which has already
been noted let us examine a specific case, namely, the electrical observa- .
tion of a brain in the sub frame (C). ’

In this case & sequence of observations-.

;= (Cy g Coy ttgr eoeeeCs pir). 1s physically
represented by a sequence of usually vector quantities which specify elec-
trical states-for example-the vector of the potentials manifested at a
number of different sensory electrodes held, in known spatial relationship
to one another, on the surface of a braln or assemblage. It 1s necessary,
in order that an observer shall regard these observations as consistent
that they satlisfy the previously outlined condlitlons and, in particular,
that 7 is finite and that he should be able to obtain, from inference upon
the observed sequence a transformation ¥ such that an unknown subsequent
state, namely, at, t, the state cy4, May De obtained knowing the state at T
by using the relaticnship _

Citq = Cie (¥ .
If, for some finite T we have-,

Ct'*’T"'l C Ct. (M)’r
the sequence 1is generated by successive transformation by M (thac 1s, the
sequence 1s characterised by a cyclic subgroup of #). The most elementary
sequences c: are thus thought of as generated in thls manner by correspond-
ing transformations H included in sub groups say g; which characterise the
possible dynamic equllibria in this sub frame (and thus the possible cor-
responding entities C, in the sub frame). The g; are regarded as sub groups
of some group G( c) such that all g; and thus all C c G(C)

As noted in condition (3) the group GC and the 1ncluded transformations
will not, in general, be isomorphic with a behaviour of the assemblage.
However, the observer may manifest a particular kind of imperfection which
allows him to have a homomorphic model of the assemblage, and in this case
G(C) 1s a homomorphic representation of an original group G( c)» But, to
secure thls degree of consistency, the observer must, when selecting those
variables which he observes, as components In the vectors Cu in terms of
which he specifies the states of his system, know which of the possibilities
are relevant,x

From the fact that observers are able to make useful and apparently con-
sistent observations in many sub frames for example, that the relatlons of
the Fi in (F) are deemed clinlcally useful, it is argued that similar
relations between observable entitles and the underlying state changes must
* AN extension. of these ldeas to the more useful region of probabilistic observa-

tions where (1f the model 1s conslstent) the elementary dynamic equilibris are

represented by fixed point vectors of a stochastic matrix, is possible, but
will not be attempted In this paper.

(94008) 4~13.p12
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exist, also, in sub frames other than (C/ but that they may not be so
readily expressed.

An equivalence relationship, $, 1s thus defined as meaning that, 1if Ai $

B, the entity B. in (B) 1s causally related to, or determined by the entity
; In (4). and Tthe exlstence of a consistent structure (whether readily

expressible or not) in all sub frames of a reference frame 1is taken to
imply and be Implled by a set of relationships $ between the entities Ai'
B},..... included in the reference frame,

Thus, 1f B; = An experimental pattern viewed by a subject and 1if

Ck = A particular _dynamic equilibrium implied by an observable

sequence cg (such as several, colnclidently recorded, Ilmpulse sequences

in some reglon of the subjects brain). _ ‘

The relationship 8. $ Ck would exist 1f Ck and B, occurred as a pair
under simlilar circumstances on other occassions-namely-with the same
pattern and with the electrodes in the same reglon of the brain., As noted
already in slightly different terms, at the start of the mathematics, this
kind of structure 1s taken to characterise a well specified reference
frame,

2.5. Interaction and participation.

At this point let us recall the ldea, Introduced in Section 1 of an
external, or unbiassed and scientific observer and a tParticipant!
Observer. In any speclfled reference frame (for the purpose of the demon-
stration it will be best to keep the sub frame (C) in mind) these observers
are two extremes, and most observers adopt a position somewhere between
them, The External or The Participant approach 1s favoured éccording, in .
the first place, to the objective which an observer seeks to achleve, and
secondly, to the character of the assemblage itself.

‘Thus someone who wishes to dominate an assemblage, to achleve a parti-
cular dynamic equilibrium say, will be unable to do this by an external
approach unless he has a mass of a priorl knowledge about the assemblége to
help him. Lacking this he 1s bound to interact with 1t and, In doing so as
well as in order to do so, he is bound to participate. In other words, if
he seeks a relation with respect. to the assemblage which maximises his
chance of dominating its state'change, this relation will necessarily, also,
be one which maximises the effect which his activities exert upon its
behaviour {(and, In the case of certain assemblages like brains, the effect
which its activity will exert upon him). Thus, any descriptive model e
.provides 1s blassed, since i1t describes a combined system-he and the -
assemblage interacting very closely-rather than the assemblage 1tself. Hls
observations whilst personally useful, will be taken from a viewpoint which
. changes to maximise the original objective and thus will neither be of much
" use to other observers or have the calibre of scientific results.
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Because of this there is a tendancy to favour the External approach in
which interaction is deliberately minimised, to keep the observers relatlon
well defined and repeatable, and to keep the assemblage unmodified by his
activity.

But however desirable, this external approach may, as noted above, prove
impossible (both because of the type of enquiry which is made and because
of the character of the assemblage). The assemblage &ppears Indeterminate
in its behaviour to an observer who does not interact with it (that is to
say, his observations fall to satisfy the consistency conditions which %
have been examined).

We have considered two reasons why an assemblage should appear 1ndener-
minate, and 1f the assemblage 1s brain-like the indeterminacy will be due,
largely, to the second of these - namely - lack of relevance criteria, in

“other words glven that Bi may be related to some observable sequence and
corresponding entity in (C) there is no means of telling what kind of iR
sequence ¢* 1t would be appropriate to examine. Thus the process of build-:
ing up a descriptive model, which requires a set of assertions, like Bi $

C} proves lmpossible. '

All the same, 1f the assemblage 1s brain—like, the observer does not

regard it as a 'Chance Machine!' which 1s the limit case encountered when
Indeterminacy Is due to the first cause. If 1t were a 'Chance Machine'! any
kind of observation would be frultless - for example - 1t is only necessary
to examine the bearings of a Roulette Wheel with sufficlent accuracy in
order to predict 1ts state. But the machine 1s bullt so that the accuracy
may never, by definition, be achleved, even though, the appropriate kind of
observation is completely explicit. On the other hand, 1f the assemblage is
brain-lilke, we use the fact that people do make sense out of particular
kinds of interaction which bralns encourage but roulette wheels do not
encourage to define the kind of constructed - rather than natural - assem—
blages which might behave as brains, namely, those assemblages which permit
an observer to Interact with them and which, 1f he does interact, make
sense but 1f he does not interact with them appear indeterminate.
The relation of such an interacting observer to an assemblage of this kind
1s the E.Relation which has been defined in Section 1. It implies that the
observer 1s prepared to Infer a similarity between himself and the assem
blage In the sense that certain states of the assemblage appear to act, in
its workings, 1n the same way that concepts (and certaln other entitles)
work in his own thinking process. Because he has Inferred this similarity
the observer may be able to regard entities A B;,ee... and so on as deing
equivalent even though the argument which asserts why they are equivalent
1s not available, This special kind of equivalence will be denoted by % so

'that 1f a palir of such entities say Ci and Jj are equivalent-.

Ci %Jj
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To exemplify the relatlon, Imagine the observer is training an animal
(a dog or a horse) and that he sets up an E.Relation with the animal -
as he would have to - in order to train 1t. For thils purpose we use a sub
frame (U) Including physical stimull and observations appropriate to
animals l.e. observations of movement, implying predictable attitudes of
the animal. As part of the training we wish to predict the occurrence of a
behaviour sequence qu which implles UII' glven an already observed
behaviour sequence up which Implies some attltude of the animal Ui. The
relation of UI to UII i1s unknown and unavailable but a trainer will often
establlish the equivalence -.

U; % Jy and Uil % JII in which J; and JII are "concepts", in the func-
tional sense, described. Given U? which leads to Ui the trainer employs, in
the same functional sense, an argument like 'If U; % J; then given J; I kmow
what I would have done - namely - JII' and this allows him to predict
U;p and from this qu as an expected pattern of behaviour.

Notably, the enquiries which are made to confirm this hypothesis (in
general, whether or not the predictlion 1is successful) have nothing to do
with the mechanism inside the anlmal or with 1ts loglcal characteristics,
Rather, one asks whether the assumption of simllarity (which Iimplies using
oneself as a kind of dynamic model) maximises the chance of achleving the
required objective, and in general makes 1t posslble to Interact more
effectively with the assemblage.

.*." Under these circumstances it would be frultless to ask whether the
_“trainer, by continual training, had imposed his way of thinking upon the
" animals decislon process or whether due to continual proximity the man had
- horse-11ke or dog-like thoughts in his head. It seems impossible to usefully
"separate the two components of the interacting system which have become
functionally indistinguishable, ' ;

AB:-Sécond Set of criteria.

- We now come to the second set of conditions which were required, namely
“thosé which a 'Thinking' assemblage must satisfy. First of all, in the sub-
‘trame (CJ, rather than the sub-frame () any 'Thinking' assemblage must, at
least, behave 1ike the animal considered above with respect to a human
. operator. This much 1s open to empirical test and the manner of testing will
~be . described in 2.8, .
For the moment we require a physical condition which may be used in con- .
- structing such an assemblage and which will make 1t behave as required.

It must, in the first place, be possible for an observer to interact
with the assemblage using stimull or trials and using observations or mea-
surements which are reasonable in the seledted sub-frame (C).

It 1s not difficult to ensure that an-assemblage 1s responsive to an
observer and modl fles i1ts charaeteristics according to his behaviour., We
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may refer to the Iirst of these requirements as Condition (8) and the
second as Condition (7) and, if both are satisfled, the assemblage will be
able to Interact with an observer.

However, assuming this, an observer 1s disinclined (for the reasons we
have examined) to interact with an assemblage and, in general, he will
only interact with 1t if (using the method of an external observer) he s
unable to obtain a consistent model. This will occur when the reference
frame of his observation 1s badly specified.

Thus, an admissible assemblage must satisfy a further condlition say,
Condition (8) which asserts that an assemblage must force the observer to
interact with 1t, In the sense that interaction ylelds benefits., It must
be an assemblage for which the reference frame is badly specified and we

- are seeking a physical ‘condition on the assemblage which makes a well

specifled reference frame difficult or impossible to construct.

It may be impossible to derive such a condition in an entirely general
form. The issue of what the observer 1s willing to call 'Entities' and
'Attributest is Involved. On the other hand the position is a little
clearer within a particular, sub-frame, say (CJ.

Thus, thinking of braln 11ke assemblages composed of many similar
elements connected together the reference frame of an observation 1s only.
well specified 1f there are definite regions (like the auditory region of

. the real brain) which relate to the different enquiries (namely enquiries,

in (C) about the issue of 'Hearing'). If these exist it will be possible
for an observer to maintain a known relationship with the assemblage and
to regard entitles as $ equivalent. The functional specificity need not,
of course, be regional. It might equally well be histological, for example
a statement like "All pyrammidal cells are motor neurones" speclfles the
kinds of object with which electrodes should be assoclated when an enquiry
i1s made about motor activity. But it will avold confusion to keep the 1dea
of regions principally in mind.

When such definite regions fail to exist the assemblage is necessarlly
observed in a badly specified reference frame. In this case $ equivalence
1s unachlevable, an external observer 1s unable to make sense of the
behaviour, and interaction 1s favoured. Any assemblage - in (C} = which
satisfles Condition (8) 1s of this kind.

The conditlon for a constructed assemblage 1s thus that no reglon in the

.assemblage shall be assigned a-specific function to serve., The temm

'Reglont' must be taken to include the smallest possible region, namely an
element, that is,'one of the components, from which the assemblage 1s
built up. ‘

If the Condition (8) was applied strictly each element in the assemblage

- would be able to serve the same set of functions as any other element - in

other words elements would be regarded as completely undifferentiated raw
material such that i1t might form amplifiers, storage devices, or switching
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relays, and 1f it did form one of these functionally distinct entltles, such
that 1t might change Into another. An assemblage of this kind, which will be
defined a Pure E.Assemblage 1s almost impossible to describe because, in the
first place, it could only be observed by an E.Related and Interacting
observer and secondly, when he did observe 1t, his interaction, In the
absence of any internal constraints, would determine the function of the
elements and the state changes of the assemblage. However a.'Pure!
E.Assemblage 1s not so much practically difficult to make (it may, indeed,
be approached quite closely) as loglically difficult to manipulate. All the
same, the ldea of a Pure E. Assemblage provides some insight into the
character of the E.Relatlion and those features which are present even 1in

the majority of E.Assemblages (such as real -11fe brains) where Condition (8)
1s applied with reservations. In other words, any E, Assemblage includes
something akin to raw material, of elements, which 1s unstable until some
kind of Interactlon introduces a patterm.

The pattern, namely a set of constraints which may have a transient
existence or may persist, can arise.due to the interaction of an observer.
In this case the observer characterises the assemblage according to its
existing constraints, but equally, he modifies its character according to
the constraints Imposed upon hls own activity by his ob] ective in making
the observation.

Alternatively, the pattern of constralints may be built up internally, by
interactions between components which are indistinct regions in the

. E,Assemblage. It will be possible to 1llustrate the existence of these
‘reglons and to show that there 1s no essential difference between such
regions and the apparently well defined regions called observer and
assemblage, The overall process of development is the Growth Process which

. according to the present argument yields 'Concepts' or entities which are

. functicnally identical with !Concepts'. '

2.7. Existing Constructed Assemblages which satisfy some of the conditions.

» There are-a ninnbgar of already constructed andl'familiar assemblages which
"* satlsfy these conditions with the exception of condition 2 and condition 8.
. The conditional probability machines developed by Uttley and Andrew (ref.11),

are, for example, in this category 1t we regard them as associated with a

control mechanism and able to interact with an observer who forms Dart of
. their environment.

Such a mechanism builds up a model of its environment which ls, 1deally,
homomorphic with a pattern of behaviour In 1ts environment. But, In order to
do this,” the machine must have a number of constraints imposed upon its
structure, so that at least the state changes in the environment which count
as relevant events are well specifled.

Suppose that the machine is now associated with a control mechanism. and
allowed to Interact with its environment, including, perhaps, an observer.
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The resulting behaviour will not, because of the initial constraint upon
the kind of model it must build, satisfy condition 8. Further, suppose
that it encounters no state changes which are deemed relevant events, it
must, (unless provided with some arbitrary rule to deal with the possibil-
ity), stop learning, and thus It falls to satisfy condition 2.
. In order to satisfy condition 2, without introducing an arbitrary rest
restriction, a different principle of learning must be introduced. MacKay
{ref. 10) has described a trial-making servomechanism which does satisfy
this condition. It 1s a machine which continually makes trials which are
intended to modify its environment and to eliclt an event which 1t is able
to recognise. A rule is applled such that, if a trial is made, the pro-
-babllity of 1ts belng made upon subsequent occasions is reduced. This rule 1s
rescinded if, and only if, an event 1s elicited by the trizl and this
event falls into a rewarded sub-set of events, (such that all included
events Indicate some desired objective or state of the environment). Such
a machine will retain, in 1ts trial probability registers, a model which
specifies those states which it assumed and which gave rise to events in
the rewarded sub-set. :

There 1s, of course, a sense In which a model of this kind may be
regarded as a model of the enviromnment, but it is a quite different model
from the homomorphic image already considered. A machine like the trial-
making servomechanism i1s a relatively Inefficient control system, which
does, however, seek out the best kind of representation for achieving the
objective. Further, in the absence of any recognisable event i1t will con-
tinue to make trials and will satisfy condition 2, although these trials
willl become Increasingly autonomous and equiprobable,

George (ref.8) has envisaged a system which, In 1ts trial making, scans
a varlety of posslble relations between 1tself and 1ts enviromment.

If the environment falled to-yield any relevant and rewardable events
this system would make different kinds of trial. The pattern of behaviour
noted by Grey Walter (ref. 12) when a number of his conditionable tortolses
AInteract In their scanning activity, 1s possibly due to the fact that the
tortoises form such a‘°structure under these circumstances.

None of these mechanisms really satisfy condition 8. The scanning device
might do so in the sense of assigning different functions to 1ts sensory
and motor elements, but there is the over-riding objection that these
functions are preprogrammed in a scanning rule.

Thus, we are led to consider an assemblage which is less of a machine and
more of a plexus of elements, these elements and their connections being
specified to satisfy the conditions for an acceptable as§ém§lage.

2.8. The Choice of Physical Assemblages.

"To satisfy condition 2 the assemblage may not be energetically closed,
since 1t is-required to change 1ts state continually. On the other hand,
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to satisfy conditions 3 and 4, 1t must, in mechanical terms, approach at
each instant some dynamic equilibrium. From the requirements of condition 1,
the elements must have well deflned functions, but from condition 8 no
element has a unique function. Thus, we specify the elements, (and sub-sets
of elements), as performing a number of, (in the pure case, performing all
possible),’functions according to parameters which are determined by the
remaining elements in the assemblage, and in order to satlsfy condition &
and condition 7, any structure Interacting with it.

Cholce of a quantity which 1s employed as a measure of the state of an
observeable assemblage and another quantity which 1s the variable modified
by an observer when he Interacts with 1t, determines the physical form of
assemblage which satisfles the above conditions. This cholce 1s a matter
0of convenience and a state speclfying measure of resistance, and a state
modifylng variable of current passed, were selected for the demonstration.
Thus, the elements of the assemblage are resistive elements which undergo
a lagged decrease in thelr effective resistance when current is passed
through them. )

Two kinds of assemblage will be examined and both of them appear in the
demonstration. The elements In the first kind of assemblage are thermally
sensitive resistances, (the temperature of which 1s increased by passing a
current), which have a negative temperature co-efficlent of resistance,
and which, (due to their thermal inertia), preserve a decreased value of
effective resistance after the current which heats them up has ceased to
pass., We envisage an Indefinitely large symmetrical plexus of such
elements, so0 connected that a potentlal difference 1s maintained across it
to satisfy condition 1, and such that the current passing through any
element affects all of the other elements, and all of a symmetrically
related sub-set of elements in a well determined manner. The cverall effect,
surmed over the sub-set must result in "no change" on the average, {l.e. 1f
some elements are made to pass more current, others are made to pass less
current).

The least recognisable assemblage would be a reglon within this in-
definitely large plexus of elements In which the measured variable is
conserved, l.e. the average resistance value is constant, (and, since the
assemblage 1s to introduce no special kinds of structure, we also require
that the "average value' of effective resistance of each element Iin thls
region is constant). To satisfy this and the remaining conditions, we

‘require a limit which may either be provided by conditions on the Indefin-

itely large plexus, or more practlically by introducing constant current
mechanisms at the boundarlies of some observable reglon in the plexus. It

~1s worth noting that without these mechanlsms the current passing through
jfthe region will increase indefinitely and that with constant current
-mechanisms at the boundaries of the region alone, the result will be that

some paths in a plexus will pass an Increasing current, (for the elements
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included in these paths will undergo a decreasing resistance), at the
expense of the other possible paths which will thus be starved of current.

To overcome this difficulty we may arrange non-linear current ampliflers,
which receive as an input, the effective resistance value between a pair of
nodes in the plexus and cause a larger decrease In resistance, (by passing
current), in two or more symmetrically related palrs of nodes.

The structure is illustrated for some of the symmetrical plexi which have
been exhibited by Corbett (ref.7) in fig. 2. The effect of such a feedback
loop is summarised in a rule which says -

"If, In a finite assemblage, a change occurs this change may be per-

petuated, (by such a feedback loop), in scme other part, (or strictly

in all other parts), of the assemblage. The ultimate result of thils

procedure will be obliteration of the original change.

Thus, 1f we regard the allowed current as a limited amount of currency
with which structures, (l.e. patterns of elements with different effective
resistances), may De built, there is not sufficlent currency to permit
bullding a structure everywhere in the plexus. The amplifiers, (by thelr
feedback connectlons), initlate i1ts construction at many points, and each

SYMMETRICAL
CONNECTION ©OF
AMPLIFIERS IN Y

PLEXUS  —

Flg.2.
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of the building schemes must compete for the avallable currency. If the

. plexus is connected symmetrically, and 1f the galn of the amplifiers 1s
sufficlent, (which 1s ensured in the constructional plan), the initlal

- "pullding scheme" 1s least llkely to have success in thls competition,
(slnce the feed-bacx process involving the amplifiers is cumulative). Thus,

‘ other things being egual, which they will-be 1f the assemblage ls undis-
turbed, the feedback process tends to oppose the original sequence of
' events, (namely increasing path current leading to decreasing effectlve

path resistance), which, on its own, determines that the assemblage would
‘ be stable with one path conducting and the others starved of current.
‘ Combination of the cumulative feedback process with each orlginal sequence,
| (i.e. with each possible path), specified a set of dynamic equilibria and
‘ there is one such set of dynamic equilibria for each cumulative sequence.
The assemblage will approach each of these dynamic equilibria, namely each
\ . member of each set, with a probability of approaching any one, (at some
‘ arbitrarily selected instant), determined by the symmetric¢s of the plexus
| connections.
\ Such a system is a speclal case of the multistable and ultrastable
systems which have been defined and dlscussed by Ashby (ref.1). The analogy
, appears if we regard each of the possible "paths" as specifying a set of
"critical" polnts In the critical surface of Ashby's phase space, (the set
\  of dynamic equilibria are speclfied by the set of parameter changes which
‘ keep the state representing point of the ultra-stable system in the
| admlssible region of its phase space).
‘ A system of this kind is also able to learn in the sense that, 1f 1t is
disturbed the behaviour which has been described 1s modified, to Include so
1 far as possible, the disturbing effect. In general, the system becomes 1in-
‘ creasingly sensitive to any disturbance. Thus, new dynamic equllibria
become possible, and since each of these represents a recognisable pattern
‘ of behaviour, the set 0f possible behaviours, ({which an observer might dis-
cern and which are characterised with sequences 1like -~
! c* (1) (CU t C'U t+1"""cs,t+7') fOI‘ the
; dynamic equilibrium C; ;) 1s enlarged.
‘ The elements in the assemblage, with the possiole exception of the
current amplifiers, may not, after an interval of activity, be ascribed a
| particular function. The function of each element and each region of
‘ elements is continually and unpredictably changing, so that any assertion

‘ made about its function would be ambiguous.
3‘ A number of the possible functions which an element can serve will be
!] indicated, In the first place any element has a thermal inertla which makes

it a possible storage device., If current 1s passed 1ts subsequent state 1s
| modified and although, if the current were entirely discontinued, the
‘ element would return to its previous state after an Interval, the position
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in practice is more involved because some current 1s being passed at each
instant. Thus, the result of a current Increase 1s to modify the current
passing characteristics of some region in the plexus in a manner which
depends upon the magnitude of the Increase In current and upon the pattern
in which each element is Included.

Suppose a plexus in a plane, and a node in the plexus which receives
only one connection from higher, (more positive), nodes, whilst sending, (by
way of Intervening elements), a number of connectlons to lower, and more
negative nodes, In thls case, let any one of these lower paths assume a low
effective resistance, this will lead to a decrease in the chance of all of
the other paths becoming low In effective resistance, since there will be a
reduction in the potential across the entire set, as in fig. 3. Thus, one of
the lower paths will tend to be current passing and the others will be high
resistance paths. In this sense the elements act as non linear devices which
determine binary events in a set of continuously changing variables.

In the same sense the elements may perform a binary transformation, that
1s to say, they may act as switching elements. Thus, in fig. 3 the one lower
element with a low resistance is the 'made' contact of a 'switch', the other
positions of which would be selected by some other element belng low resis-
tance. The one connection from upper elements in the plexus may, in this
manner, be regarded as the made contact of a higher switch., As Indicated in
fig.u the switch may also be one to many or many to one. In fig. 4
the current limitation is assumed such that more than one of the lower
elements 1s possibly of low effective resistance.

It 1s possible to devise a kind of amplifying region in the plexus, in
the sense that a small change in effective resistance in one element will
yleld a large change in the current passing through same other set of
elements. Thls would remove the necessity for separate current amplifiers,
but, In practice, the characteristic i1s difficult to achleve. A more sen~
sible method of unifying the function of elements would be to redefine
each element as including a local energy source, and to do away with the
potential difference across the observeable assemblage. Plexi of a similar
kind have been made and shown to have self organising and information
organising characteristics (ref.?).

The really arbitrary feature of this plexus does not, however, reside
in the character of its elements, but in the fact that a pure E. assemblage
should be a completely connected plexus. This ideal is almost impossible to
reach, but 1t 1s possible to see that 1f the various degrees of freedom
used up in specifying the symmetries of a real life plexus were avallable,
the elements would act 1ike raw material from which any assemblage might be
built. '

Rather than consider approximations .to this 1deal, 1t seemed more profi-
table to see 1f the required characteristics were shown by a different
mechanism. At any rate, I made a guess about this different kind of machine.
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The guess was that the effect of adding further initial degrees of
freedom to a pllexus of parametrically variable elements is achieved,
biologically, in a less clumsy manner, namely by providing raw material

- 0of wnstructured
when it starts

but structureable elements, the surroundings of an embryo

to grow, being a case in point. The surroundings of an

embryo are disorganised elements, in the sense that within wide limits, 1its

development is

genetically determined, (and relatively unaffected by the

parameters of ijts surroundings), and I regard these surrounding elements

as an assembla
mined energetic

e. The limited currency condition is & requirement, deter-

11y, whichlimits the amount of organising activity which

may take place (In a unit interval. As the surroundings are organised, 1n

other words, as
have some funct

elements which were initally raw materlial in the assemblage
on determined, we say that the embryo grows, (and, looking

at 1t at this sitage in 1ts development, we also say that it is now con—
siderably affecited by its surroundings which are, however, largely deter-

mined by the em
ment of the emb
blage, in the s
called "embryo"
uses of a conce
.region" which 1
determined stru

It 1s possib
will be called
advantages. Whi
the first kind
changing and ma,
method, the ent
kind of assembl
nally rebuilt

In an assemb
ing plane, with
and a conductin
the elements).
to them. To have
of a metallic. th
solution), a ver
of maximum curre
determined by a
the current patl

ryo 1tself). For the present purpose I regard the develop-
yo as equivalent to the growth of a concept in the assem
nse that I can assign to the continually changing entity

at each Instant, certaln functional characteristics, (the
t). In this analogy either "the observer" or a "specialised
teracts with an assemblage is equivalent to the genetlcally
ture which is the ancestor of the "embryo".

e to make a mechanical analogue of such a process and this
he second kind of assemblage. Descriptively it has many

st the entity which represents, (and acts as) a cancept, in
f assemblage, 1s an organised region which is continually
only be detected by using a rather involved electrical

ty which represents and acts as a concept in the second

ge 1s a solid object which, (although it iIs being contin-

d reorganised) may be examined or photographed.

age of the second kind the plexus ls replaced by a conduct-
'electrodes which correspond to the nodes in the plexus,
material which 1s a solution of metallic lons, (which are
11st in solutlon, the elements have no function assigned

iread which has, (compared with the resistance of the

'Y low resistance. Such threads tend to develop along lines
nt passing between the electrodes, and these lines are
field distribution in the conducting plane, comparable to
distrivbution in the previously described "plexus®.

Clearly these threads will tend to develop from the nodes where current

passes into and

out of the solution, and at which there are constant-

current mechanisms which allow only so much current to pass per unit

interval.
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The Initial behaviour of the system 1s similar to the previously des-
cribed plexus, since the thread which develops between a palr of nodes
across which there 1s a potential difference, tends to reduce the resistance
between these nodes. However, the fleld distribution in the plane is not
only determined by the potentials at the electrodes, (l.e. at the nodes),
but also by the dispoSition of these electrodes. The threads which develop
from the electrodes act, in thls case, to extend the electrodes and thus to
modify thelr disposition, and the process leads to a continual change.
Further, the existence of a thread depends upon sufficient current passing
through 1it, since there 1s a tendency for 1t to dissolve into the surround-
Ing solution. Tmus we may regard some threads as more stable than others,
according both to thelr own form and the form of the surrounding threads,
and 1f a thread tends to dissolve, 1t is not usually the case that Its
disappearance recapltulates its dbuiiding.

The pattern of threads which exists at any instant is thus a structure
in dynamic equlilibrium. In the undlisturbed assemblage the system will pass
through a varlety of dynamic equilibria which are stable under the current
limltations.

The two kinds of assemblage are thus comparable, and 1f the first assem,
blage were made very large and completely connected they would tend to
isomorphlsm. However, for all practical purposes;;we may usefully distingulsh
the first assemblage as "learning network", ("thé network problem" having
been solved initially by the designer, who introduces certain symmetries in
the plexus), and the second assemblage as a system in which the "network
problem”, (again of a "learning network") 1s solved as-a part of the learn-
Ing process. The distinction is not very sharp, but on common sense grounds
I should call the second, but not the first assemblage, "self building",
and say that 1t 1llustrates a "growth process',

'3 2.9. Experimental Hyﬁotheses

We are now In a position to examine a real 1ife assemblage and to confirm
- or refute a number of experimental hypotheses{ These seem to fall under two
‘well defined headings.- ’ '
. The first set of hypotheses refer to enquiries about whether or not the
assemblage, (which is available for demonstration), does, ‘in fact, satisfy
the conditions we have discussed and in particular does it exhibit-the
characteristics of a developing embryo, (within the terms of my analogy).
+,If so, a second enquiry becomes reasonable, namely, is this blologlcal
analogy appropriate for representing the growth of & concept.

The hypotheses which refer to the second enquiry concern whether or not
" an observer may be E. related to the assemblage, and whether or not adopt-
.ing an E, relationship ylelds any advantage in the sense of achleving a
number of reasonable objectives, (dynamic equilibria in the assemblage).
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-- The experiments, (which will be realised in practice) are described in 3.2.,

.. and involve the idea of a finite sequence of observations made by a real.
"cobserver, l.e. any person who wishes. This sequence may be selected by the

observer who must, however, choose between the alternatives of (1) making
many different observations 1n a manner which does not appreclably affect

" the state of the assemblage and then providing some rule by which the para-

meters of the assemblage are modifled to achleve the objective, or (ii) on

. the other hand, making fewer observations in an interactlve manner, which
-does affect the assemblage. In this case the objective must be achleving as

part of the Interactive process.

The latter observer may be, whilst the former may not be, E, related to
the assemblage. It 1s possible to demonstrate that the latter course of
actlion leads to success, though the former does not achleve the objective ih
a finite interval., Further, 1t will be possible to perform an experiment
which overcomes, to some extent, the comment that given thls; and given a real
observer, the issue of E. relations still depends upon personal evaluation.

2.10

' The demonstration assemblage 1s of the second kind which has been dis-
cussed., The experiments examined in 3.1. are performed upon this part of the
demonstration. In order to assoclate this assemblage with an observation
sequence, an assemblage of the first kind, (namely a symmetrical plexus of
elements), has been Introduced and has exactly the same status, (in the
demonstration), as a speclallsed region in a real braln.

It 1s, in other words, a region in which there 1s a certain amount of
functional speclalisation. An interacting observer determines the state of
this region knowing that it means something to take current fram, or to
make an observation at, a specified node. But, as we shall see later - in
the experiment L\g.z., his knowledge does not amount to certainty.

SECTION 3

3.1. Experiments to demonstrate the physical characteristics of an assemblage.

I. The assemblage must show a self bullding characteristic. If we regard
the metallic thread as a declsion-making device, in the sense that 1its pre~
sence gives rise to a current flow which selects one alternative, and its
modification gives rise to a different pattern of current flow which selects
another alternative, we require that if a problem 1s found insoluble using a
specified thread distribution, the assemblage will tend to build 1tself into
a new decislion making device, able to reach a solution to the problem.

The experiment which 1s Intended to show this characteristic is 1llust-
" rated in fig. 6, where points 'X' and 'Y' are nodes, more positive than node
'St, 80 that if the Intervening plane is an assemblage of the second kind,
a metallic thread will tend to develop from 'S' to either '¥X* or *Y'., In the
simplest case, which 1s obtalned by making 'X' assume a high positive

" (94008) 4~13.D27




potential, we determine an initial current path towards *X! and thus ensure
development of & thread along this path., Let this occur in an interval
t, .ty and at the Instant tz we change the parameters of the system so
that 'X' and *'Y' have, with respect to the thread which is now terminating
at the point 'P', an equal but relatively positive potential, so that
the further path of the thread is amblguous. Develorment of the thread in
an Interval lt3 - tz in which this new set of parameters apply, depends upon
the form assumed by the thread, the current which it is able to pass, (due
to the "currency® limitations), and the surrounding threads, (which deter-
mine detalls of the fleld in parts of the thread other than 1ts terminal
point 'P', and which may, for example, make the thread assume 2 positive
rather than a negative polarity with respect to '¥! and 'Y' within this
interval). We shall conslder, for the moment, only four of the possible
alternatives, - N

(1) The thread takes an intermeal ate path, or

(11) It approaches 'X', or :

(111) It approaches 'Y', or : k
(1v) It bifurcates.
0f these, .the possibilities, (1), (ii) and (111) may occur I1f little

current 1s avallable, and might occur within any camputing machine pre-
senited with this decislon. We are interested, however, in (iv) which 1s ;
most likely if the current is avallable and which 1s shown in fig.6.

If, at the Instant tS the parameters are returned to the values assumed
in the interval t2 - t1 the behaviour of the assemblage wWill be quite
different. Since 1t ls the behaviour of a double thread, (l.e., a bifurcated)
assemblage which determines an entirely different fleld distribution, the
behaviour in the interval t4 - t., would not be predictable from observations
made 1n the Interval t, - t,, wWhen similar parameter values applied. Thus, -
an observer would say that the assemblage learned and modified its
behaviour, or looking inside the system, that it built up a structure _
adapted to dealing with an otherwise insoluble ambiguity, in its surround- -
ings, (i.e. the ambipguous parameter values, 1n the.interval ts—'tz).
II. The assemblage must always exhibit this kind of behaviour unless its .~
" surroundings are entirely determined. -To show this we determine a unique- ' .
current path to the nearest practical spproximation, and observe that Che )
thread develops by a process of abortive trial, namely, 1t bifurcates con- '_,. -
tinually, but most of the bifurcations are abortive, and the dominant i
bifurcatlon is predictable.
III. When we say that a system adapts to deal with, (or to assume a dynamic
equilibrium with respect to), its surroundings we Imply a certain foresight
on the part of the system, (thus we imply, at least, a supposition that
these surroundings will persist until the modlfications are completed). An
admissible assemblage should have a degree of foresight which Increases as.
1t develops. Although this cannot appear, directly, a2 similar characteristic
may be shown - '
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Fig.6 ‘ Fig.7

(1) Development of a structure of threads ls a competitive process,
- by definltion, and by examining the system.

(11) In this case, 1if there are two structures of threads, say ‘'U'
and V' In fig.7 there may be a stage in their development at which
one of these will dissolve in favour of the other, perhaps, In the
manner indicated. The one which does not dissolve 18 sald to dominate,
N or to be more stable than, the other., Suppose that 'U!' 1s a structure

which has been bullt up in one part of the assemblage and has been In

equilibrium with a very variable set of parameter values, whilst 'V'

has developed independently, (that is to say, I1n relative independence
s of the other, though it cannot have been campletely independent by
definition). Suppose, further, that the structure 'V' has developed in
- fairly invariant conditions. At some instant 'U', and 'V' will be In
competition, due to the limitations, (both the current limitations and
the spatial limitations of the plane), which are Imposed by an assem-
blage, and that one or the other must be dissolved. Then the probadbllity
that 'V' will dissolve 1s very much ‘greater than the probability that
‘Ut will be dissolved.
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IV, If 'U' and 'V' had been structures develcped in comparable surround-
ings, 1t 1s possible that they would have combined and that, on. examining
the system, we should have agreed - .
(1) That the development of 'U' was assisted by the presence of the
struccure 'V: and vice verss, '
(11) That 'U* and 'V! were no longer distinct, but should be regarded
as a combined system.

In tems of the theory of games, thls process is "cooperation®", and the
combination 1s a "coelition". Further, in view of III we see that stable
coalitions will only occur between, and will, thus, only accelerate the
development of, comparable stable and dominant structures, In III and IV
we have a selective principle which says that a self bullding assemblage
tends to develop along a dominant pattern, but {f several structures are
dominant, & coalltlon Is more likely to be stable.

Finally, some comment is needed regarding the sense In which an assem-
blage of this kind has a memory, In what sense, for example, 1§ a pattern
retained. Invariant, and would 1t be possible to say of such as assemblage,
as 1t would be of an organic system, that it preserved an organisation
even though the elements which mediated the organisation were continually
changing, :
V. The first part of the experiment which may or may not be convincing 1s i
to modlify the assemblage by pouring away some of the solution, and showing
that thl_s does not greatly modify its behaviour. One might argue that there
1s no reason why it should, yet whilst thls 1s the case, there is every {
reason why such -a drastic modification of most declision making or learning
assemblages would be important. '

The second part of the experiment is to show regeneration of a thread,

The experiment 1s indicated in fig.g, where the thread 'J' 1s assumed to :
have developed under conditions say, 'Lt!, which have Just been modified to
other conditions, say the conditions 'M', such that, under the condltions
'M' an entirely different thread would have developed.
At this point the thread 'J' is cut and a portion 1s removed. The thread

'J* will now be regeneratevd by a process which Involves dissolving away at ,

the edge 'g', and deposition of elements dissolved into solution at the
terminal polnt, 'm' of tJ'. The regenerated 'J! never catches up with the
0ld thread, but, for quite marked di fferences, between the fleld distribu-
tlon determined by 'm' and determined by *L', its precise replica is pro-
duced, after an interval needed for regeneration to occur, In other words,
the exlstence of the structure 'J' has constrained the assemblage so that
even 1f the actual structure is modifled, and the field surrounding 1t 1s
modi fied;, the pattern will be retained.,

There 1s, in addition, a falrly good analogy between the various stages
of "determination® in the biologlcal system, and the various stages of

‘modification and partial regeneratlion which occur, 1f the regenerating

(94009) ’ 4-13.p30

b
& 5
]
i




L' PARAMETER

.F

L i
q R J-

- Flg.8

4-13.p31

(94009)




thread 'J' 1s subjected to an increasingly incompatible field distribution:
The evidence taken as a whole, supports the view that regeneration and non
specific forms of memory occur in an assemblage of this kind.

These characteristics nay be described In terms of a sequence of con-
straints which are necessarily imposed upon an assemblage. It {s clear that
any constraint will inlitiate activity which tends to remove the constraint
and to bring the assemblage Into dynamic equilibrium with its surroundings.
However, the self bullding characteristic Implies that the modifications
which occur necessarily preduce further constraints and these function in a
similar manner, as ancestors determining the next constraints.

Although, 1t is the case that constraints which determine a stable
pattern tend to persist, and are recapitulated, the assertlon that one
‘pattern 1s more stable than another, may only be interpreted with reference
to a particular environment in which the stability 1s achleved. Since the
environment becomes increasingly determined by the constralnts which are
developed the interpretatlion 1s thus being continually modified.

3. 2. The Experiments which show the advantage of an E. relationship.

The second set of experiments have already been introduced by the dis-
cusslon in 2.9, and are perfomied upon the demonstration as a whole, which
is shown In fig. 5.

An observer in (C) is required to achlieve one or more objectives, (namely
dynamic equi)lxibria) denoted C]- and implied by the existence of observeable

sequences c]- = [Cu,t’ C-U'tq' -'°'°CS,t+'r »

The vectors ¢,, have components which refer to different meters in the
observer's display, (in the present.machine there are four such components),
and these meters Indicate the effective resistances of the elements inters-
posed between specified pairs of nodes.

In order to achieve the objective, an observer may either declde to
adopt a non interactive or and Interactive approach., If he prefers a non
interactiVe approach as he would 1f he were an "external observer®, he ls
- allowed to select an observation sequence of n alternative sample locl each
of which defines a different vector c¢,. These sample loci are associated
automatically with the meters via a scanning mechanlism which moves on at
each observation, (fig.s). The next observation, at each stage, 1s deter-
mined partly by the observation sequence selected initially, and partly by
the observer, who 1s allowed to select one amongst a finlte number P of
alternative next observations, by pressing one of P alternative buttons.

- Thus, the observer is able to modlfy his observations according to what
he has already observed, within the 1imits of which he 1s aware at the '
outset. 'In terms of the theory of games, the observer is a player, his set
of pure strategies the set of tours across sample loci, and the pure
strategy he adopts the tour he determines by the procedure described above. .
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If he adopts the Interactive or 'particlpant! approach he has, with two
exceptions, the same.facilities. The exceptlons are that hls set of pure
strategies Includes only m sample locl with, n > m and that, whenever an
observation 1ls made, current 1s taken, vla a Test Node, from, the assemblage
which thus modifies its state. This current which 1s taken may be regarded
as the price which is paid for observing an assemblage, ’

If the assemblage behaves like most of the physlcal assemblages which
are examined, the observer with m very much less than n would be at a dis-
advantage. He would have less chance of specifying a model adequate to
determine a rule for achleving the cbjective. Agaln, he would always have
to pay the price -of modlifylng the assemblage and still further, reducing
his chance of finding a real consistency in his observable sequence Ci'
However, 1t may be shown that observers who prefer to interact succeed In
achleving quite generally specified objectlives Ci and report that they do
this by using the abllity to Interact with such an assemblage 1n much the
same way that an animal tralner uses his ablility to Interact with an animal.

In particular it 1is impdssible, without further enquiry, to comment
upon the relation between an observer In these experiments and a subject
in the experiments performed by Bruner, Goodnow and Austin, (ref.s} which
were examined at the outset of the discussion. Some comment on this score
1s necessary. For example, it must be possible to say how an objective 1s
related to one of Bruner, Goodnow and Austin's problems, and how finding
an objective 1s related to finding the solution to such a problem. Given
this, a calculus for describing and using these systems as thinking
mechanisms 1s at least conceivable. Without it, the state changes of the
assemblage show a close relatlionship to -concept formation, but serve only
as an analogy. Again, glven this, we are in a position to set real problems
and find, experimentally, if they are solved, but without it, a "solution"
does not have the precise meaning of "solution" in the.game of thinking.

SECTION 4
4.1. Mechanical Simulation of the Real Observer

As a rirst step in this direction I shall assume a particular interpre-
tation of the game which these authors describe. In this interpretation,
the game, (played by a real subject), 1s a competition of part of a man,
(namely a part of the subject's braln which Is aware of and trying to
solve a problem), with the remainder of the man. Thus, the authors examine
for each problem variocus logical strategles which might be adopted for
solving it. Some of these, for example, require a good deal of memory
capacity, some involve taking risks, and some are safe but slow., I am
assuming that the problem solving part of the brain tends to adopt one or
another of these strategles according to the facillities available, l.e.
according to a bargain it is able to make with the remaining part of the
brain. Thus, 1f it 1s possible to have memory capaclty avallable, and it
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the strategy which taxes the memory is efficlent, this strategy will be
selected. On the other hand, It would not be selected, however efficlent,
1f memory were not avallable.

My main justification for adopting this view is the fact that it leads
to a coherent plcture In terms of the present argument. The interacting
observer s clearly a player in the position of the part of the man which
1s aware of and trying to solve a problem. The assemblage 1s the remainder
of the brain which may, (according to the play of the game), be used to
serve various functions in solving a problem, (that is to say, in achieving
an objective which implies some state of the combined system).

Assuming, for the moment, that these relations are Justified we must
examine the decision function which 1s used by an Interacting observer. In
order to do thls we shall replace the real observer by a mechanism of the
kind described by MacKay (ref. 10) as a trial-making servomechanism. Such a
device will be able to construct, in the manner which we discussed pre-
viously, a decision function which 1s appropriate for achieving (1) maximum
interaction with the assemblage, and (i1) the specifled objective, provid-
ing that It 1s possible to define - _

(I) A function & which Increases with increasing interaction, and
(II) A function ™ which increases as an objective C- implied by c* 1s
approached.

.. The Iunctlon 6 may be specitied quite generally for the assemblage con-
:Acerned, since (in order to modify the state of an assemblage), an interact-
ing observer must be able to take current from the assemblage. It is also

“intuitively clear, (and it may be shown at least in particular systems),

... that this depends, in the case of an observer with a finite set of test

‘. nodes at which current may be taken, upon his previous behaviour. I1f, for-

s example, he has adopted a strategy which has led to a set of low reslstance
paths which terminate at the sub-set of nodes which are visited, then he

~ Will be. able, by taking current at these nodes, to exert a large effect
upon the state of the assemblage. We thus, define the current taken as the

1 ) "price" of an observation, as @, and specify a constant current servo-

} mechanism, as shown in fig. 10 which takes this amount of current from each

of the test nodes visited. We then define & as Inversely proportional to

the feedback needed In this servomechanism in order to take a current P

from the assemblage.

The function m; 1s, however, restrictive, since it may only be defined
for a few of the possible dynamic equilibria Cz, and this difficulty will
be dealt with in a moment.

An_apbropriate kind of trial-making servomechanism is shown in fig. 10, ‘
and involves a few developments of the original device. It has been assumed
in fig.8 that the vectors ¢, have two components ¢, and ¢, and that a
binary.vector Y = Yyr Yo 1s elaborated by means 0f a resolver circult. A
resolver circult is the mechanism which embodies the-rule, employed by a
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“entry in this position in f( ) 1s the average reward achleved, (by the

trial-making servomechanism which we have discussed, namely the rule which
asserts that if the input event Y = 1,0 cccurs, 1ts subsequent occurrence 1s
made less likely, (and similarly for Y = 0,1). We restrict the set of input
events to (Y = 0,0), (Y = 1,0), and (Y = 0,1), by the condition that
Yi+Ys =14 and we make Y = 0,0 assume & probability of occurrence which 1is
nearly 0 by defining a process which tends always to make both Y = 1,0 and
Y = 0,1 occur, (this 1s achieved, in practice, by the mechanism involving
the condensers). Since Y = 1,1 is prohibited one event inhibits the other.
But, supposing one Input event occurs, 1ts probability of occurring upon
subsequent occasions 1s reduced and thus the probability of the other
occurring is Increased., The input vector Cy is now appllied to the resolver,
as shown in fig. 10, so that 1t biases the chance of one or the other input
event occurring, for without this bias each input event would occur
equiprobably.

The scanning mechanlsm, shown in fig. 9, moves an observer's test node
and sample nodes across the sub-set of nodes included in his set of pure f
strategles, The set of four storage condensers in the matrix £ (p] are
specified differently for each position of the scanning mechanism. Tnus, 1f
there are a positions there will be 4+ (a) condensers in the matrix £ corres-
ponding to sub-sets of entries &

‘The potentlals assoclated with these storage condensers are the entries
in a declsion functlion matrix which is bullt up as a result of the in-
teraction. Thus, at the p~th positlon of the scanning mechanlism, some of
the storage condensers are charged via a constant resistance from a
potential of value & (%) Enl (5) ] in which 8y, 1s the value of 6 at p,

M5, () 1s the value of 7; at ) and in whicﬁ 1>6>0 and 1> 7; > 0.

e particular storage condenser in -( ) which 1s charged is in the
column relating to the input event which occurs on the occasion concerned,
and in the row which, (as we shall show.in a moment), corresponds to the .
output event or decision to which this input event gives rise. Thus, the ~ :

trial making servomechanism assuming this particular input and output N
state), and the distribution of these entries is thus a decision function. i-
We assume in fig 10 that a decision is made between two alternative :
next observations one of which is selected 1f a blnary vector X _.1,0 and
one 1f Y =0, 1. / v

The vectors X occur as the output of a resolver circult, shown as an
"output resolver” in fig. 10, and comparable to the "input resolver" which
determines the values of Y. The resolver would produce, without any blas,
equlprobable output events, and thus decisions. It is blased, however, at .
the p~th position of the scanning mechanism by the quantity Y () ﬁf ¢
Thus, the decision function determines the decision (for specified c and Y],
and the decision made glves rise to a selection, (for specified Cy Y and
X), of the entry Iin f(ﬁ)'which 1s modified on thls occasion.
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If apaira and 8 of similar trial-making servomechanisms are made to
interact with an assemblage, both of them trying to interact maximally,
but neither being .restricted to reach a particular objective, 1t 1s
possible to recognise Increasing reglons of organisation in the assemblage,
which have a or B as ancestors. Eventually a metasr.able state 1s achleved
@&a.nd this will be defined as a solution.

s . Up. to” ‘this point it would have been possible (and this may be demon-
st:rated) to modify the avallability or(current in the assemblage, and to
_obt.ain two consistent kinds of response, one response for a, and one for 5,
(indeed,” this 1s usually the only way in which a’and S may be distinguished).
After th;s point, al though a change may occur, there is no consistent kind
of response and I thus assume there is no difference in the preference
orderings of a, and 8. But the only distinction between a and 5 was of

: this kind.'ij’l‘rms,‘ I assume that there 1s now one large coalitlon, or one
f{comb,ined_‘ system and in any case so far as the dealings I am allowed to

" have with: the assemblage are concemed, the distinguishing of a and B1s

. no longer useful. '

A solution of this kind is a compromlse effected between players which
may be arbitrarily defined regions in the assemblage, (the introduction of
the trial-making servomechanisms makes the process easier to describe and
easler to demonstrate, but the argument applles to any reglon specifled).
The form of these reglons which behave as players 1s determined by my own
reference frame in tems of which I talk about problem solution, A sub-
frame of:this reference frame characterises the solution and a solution is
sald to ”o‘_ccur when using the mode of interaction allowed in the sub-frame,
I am able to make no useful distinction of regions in the assemblage.

Finally there 1s & way in which I can form a solution, or arrive at a
compromise, or deal with a problem which is stated in my own terms. Namely,
I can say what a solution means. Thls will be the case 1f, instead of |
talking about solutions and dynamic equlilbria, I Interact with the assem-
blage, regard it as similar in a functional manner, and employ it as an
extension of my thinking process.

s e S
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